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The emission spectrum of the trion state in very thick shell CdSe/CdS nanocrystals is characterized at 4 K by photon correlation Fourier spectroscopy. A value of 50 μeV for the width of the zero phonon line is measured. The absence of blinking and the high photostability of these emitters offer the possibility to investigate the dynamics of the emission spectrum at a time scale as short as 250 ns. We show that the high value of the linewidth (50 μeV) is not due to spectral diffusion induced by the close environment of the emitter at time scales larger than 250 ns. The broadening is attributed to the additional third carrier when compared to the monoexcitonic state.
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I. INTRODUCTION

The growth of a crystalline CdS thick shell on a CdSe core has been a crucial improvement for semiconductor nanocrystals (NCs) [1,2]. Compared to previous standard CdSe/ZnS NCs, blinking is greatly reduced. Off periods longer than 100 ms are no longer observed and, even if flickering still occurs, complete extinction is never reached. This last property results from the low rate of nonradiative Auger recombinations when the NC is ionized [3–5].

It was established that these specific NCs are negatively charged at 4 K and that the Auger processes for the negative trion state (two electrons and one hole) are thermally activated [6]. At room temperature, one of the two electrons is delocalized in the whole core-shell structure. It probes the abrupt potential step at the NC surface, that enhances nonradiative Auger recombination. At cryogenic temperatures, the three carriers get confined in the core and Auger process is completely inhibited. As a result, the radiative quantum yield (QY) of the negative trion state is close to 1 under 30 K and perfectly stable at time scales ranging from 50 ns to 100 ms [7]. The negative trion state then appears as a perfect emitting state for which the two electrons and the hole are localized only in the core of the NC and isolated from the environment by the thick CdS shell.

From a general point of view, the interaction between a NC and its close environment is at the very origin of flickering [8]. In addition to blinking, this interaction leads to the well-known phenomenon of spectral diffusion (SD) that can be revealed by single emitter microscopy [9,10]. Trapping and movements of charges at the shell-ligands interface result in fluctuations of the local electric field that induce random spectral jumps and broaden the emission linewidth. The dynamics of the SD has received great interest [11–14] since it limits the use of colloidal NC in applications such as two-photon interference in the domain of quantum computing for which time coherence is a key point. SD can be studied using either conventional spectroscopic technique, which is based on the acquisition of consecutive photoluminescence (PL) spectra [13], or by more advanced methods. Due to practical limitations linked to the collection efficiency of the experimental setup, high resolution spectroscopic techniques have to be used on faster time scales than few ms. Plakhotnik et al. were the pioneers of fast spectroscopic techniques [15]. From 1998, other experimental techniques were developed. Sallen et al. showed that subnanosecond spectral diffusion can be measured through the correlations of photons emitted within two spectral windows that are narrower than the SD broadened line [16]. Two other techniques, correlation interferometry and photon correlation Fourier spectroscopy (PCFS), are based on the time correlations of the photons detected at the two outputs of a Michelson interferometer [17–21]. Taking advantage of the high spectral resolution of an interferometer, PCFS provides a lower temporal resolution but a more accurate analysis in terms of SD amplitude. Combined with fluorescence correlation spectroscopy (FCS), PCFS also enables to extract single fluorophore linewidth from a solution of NCs [22].

Recently, results on the SD dynamics for 5-nm shell CdSe/CdS NCs were reported [23]. Combining PCFS and standard single-emitter spectroscopy, Beyler et al. showed that the SD is characterized by rapid discrete spectral jumps at short time scales (≤10 ms) and quasicontinuous diffusion at longer time scales. For this shell thickness, charging and neutralization of the NC still occurs and induces spectral jumps of about 20 meV. Intensity fluctuations are observed and the QY of the trion and monoexcitonic states are not equal. Moreover, even if a single mechanism can describe the SD dynamics, its parameters depend dramatically on the NC showing the crucial influence of the QD surface.

In this paper, the PCFS method is applied to CdSe/CdS NCs with a shell thicker than 10 nm that is always negatively photocharged at 4 K. First, a standard spectroscopic measurement allows us to identify the respective contributions...
of the zero phonon line (ZPL), its acoustic phonon sideband, and the phonon longitudinal-optical replicas. PCFS is then used to measure the linewidth for the ZPL. A value of 50 μeV is reported. Since no blinking is observed, the intensity fluctuations follow a Poisson distribution, which opens the possibility for the PCFS method to investigate the effect of SD on the emission linewidth at time scales as short as 250 ns. We show that the effect of the SD due to the NC surrounding environment is low on a time scale ranging between 250 ns and 10 ms. We attribute the large measured linewidth of the trion state to the presence of a third charge in comparison to the exciton. The additional charge increases the polarizability of the emitting state and makes it more sensitive to very fast electrical local field fluctuations. Very fast SD may be then be at the origin of the measured linewidth broadening.

II. EXPERIMENT

A. Experimental setup

CdSe/CdS core-shell NCs used in this study were synthesized by the authors [1]. They have a 3-nm core radius and a thick shell of 11 nm (±1 nm). At room temperature, the ensemble photoluminescence (PL) spectrum shows that they emit around 660 nm (full width at half maximum of 32 nm). At 4K, the PL spectrum is centered at 630 nm (1.97 eV). The NCs are deposited on a sapphire coverslip with a spin coater so that they can be observed at the single molecule level with a confocal microscope (IX 71, Olympus). The sample is placed in a cryostat with a continuous flow of helium (Microstat-He HiRes, Oxford Instruments). The NCs are optically excited far from resonance with a continuous wave laser diode (LDH-P-C 405, Picoquant, wavelength ~405 nm). Weak excitation was used to prevent biexcitonic emission. The fluorescence is collected by an objective with a 0.7 numerical aperture and characterized by a spectrometer (600 or 1800 grooves/mm, focal length 75 cm) or a Michelson interferometer that consists in a nonpolarizing beam splitter (600 or 1800 grooves/mm, focal length 75 cm) or a Michelson interferometer with a numerical aperture and characterized by a spectrometer (600 or 1800 grooves/mm, focal length 75 cm) or a Michelson interferometer that consists in a nonpolarizing beam splitter and two retroreflectors. A 20 cm translation stage enables to move one of the retroreflectors with a constant speed equal to 1 μm/s. The position of this retroreflector is also controlled with a piezoelectric actuator (scan range of 15 μm).

Two avalanche photodiodes (SPCM-AQR-13, Perkin-Elmer) are placed at the outputs of the Michelson. They are connected to a PicoHarp 300 module (Picoquant) that provides the absolute time for each detection event with a precision equal to the time resolution of the photodiodes (300 ps). A single data set gives the variation of the fluorescence intensity with time and the histogram of the delays between photons at the outputs of the interferometer [24].

B. Data analysis

The recorded data will be analyzed following the PCFS method. From a general point of view, standard Fourier spectroscopy is a well-known technique that provides the spectrum of a radiative source making the Fourier transform of the contrast of the interference fringes measured at the output of a scanning interferometer. However, when spectral diffusion occurs at a time scale shorter than the time bin used to measure the fringes contrast, standard Fourier spectroscopy is irrelevant. The photon correlation Fourier spectroscopy method overcomes this limitation. It relies on the fact that spectral fluctuations can be directly encoded in the correlation functions \( G_{ij}(t, \tau) = \frac{\langle I_a(t) I_b(t+\tau) \rangle}{\langle I_a(t) \rangle \langle I_b(t+\tau) \rangle} \) (and \( j = a \) or \( b \)) of the intensities detected by the photodiodes (noted \( a \) and \( b \)) placed at the outputs of the Michelson interferometer. The correlations can then be used to get the contrast \( \Phi(d_\ell) \) for a temporal path difference \( d_\ell \). In the following, the lowest value of \( \delta \tau \) (the time resolution on \( \tau \)) will be equal to 250 ns [17, 18].

The contrast can be calculated through the following normalized function [19]:

\[
G_n(t, \tau) = \frac{\sqrt{G_{aa} G_{bb} - (\tilde{G}_{ba} + \tilde{G}_{ab})^2}}{\sqrt{G_{aa} G_{bb} + (\tilde{G}_{ba} + \tilde{G}_{ab})^2}}(t, \tau),
\]

where \( \tilde{G}_{ij}(t, \tau) \) takes into account the background signals as defined in Ref. [19].

Because it considers all the autocorrelation functions \( I_a(t) I_a(t + \tau) \) and \( I_b(t) I_b(t + \tau) \) that can be measured, such an approach improves the accuracy of the result. The role of the normalized function is also, for flickering emitters such as standard CdSe/ZnS nanocrystals, to correct for the fluctuations of the total emitted intensity. However, at short time scales (\( \tau \approx 2 \mu s \)), after-pulsing in avalanche photodiodes distorts the value of \( \tilde{I}_a(t) \tilde{I}_a(t + \tau) \) and prevents the correct calculation of \( G_n(t, \tau) \). For such short delays, only cross-correlations terms \( I_a(t) I_b(t + \tau) \) and \( I_b(t) I_a(t + \tau) \) can be measured correctly and provide information (see Sec. III C).

III. FLUORESCENCE PROPERTIES OF SINGLE CdSe/CdS NCs AT 4K

A. Standard spectroscopy

At 4 K, a NC with such a thick shell remains always ionized [6]. Auger recombinations are suppressed and the trion state recombines radiatively with a lifetime of the order of 6 ns [see inset Fig. 1(a)]. The PL spectrum of the same NC (noted NC1) recorded with a 600 grooves/mm grating under continuous excitation displays a sharp zero phonon line (ZPL), taken as the reference of the energies, an optical (LO) phonon replica and a longitudinal acoustic (LA) pedestal [Fig. 1(a)]. Interestingly LO phonon from CdSe and CdS, red shifted from the ZPL by 26.7 meV and 36 meV, respectively, are clearly observed. It is noteworthy that the weakness of the CdS phonon replica confirms that the two electrons of the trion are confined in the CdSe core [25], i.e., the charge carriers are far from the CdS shell/ligand interface. In the following, we will see that the NC surface plays little role in the broadening of the ZPL linewidth. Figure 1(b) displays a high resolution spectrum (1800 grooves/mm grating) of the same NC around the main excitonic peak. Besides a broadened LA phonon sideband, the PL spectrum shows a resolution-limited ZPL linewidth of 150 μeV.

B. Photon correlation Fourier spectroscopy methodology

The PCFS analysis is now presented. The lowest value of the time resolution on the delay between photons (\( \delta \tau = 250 \) ns) is much greater than the radiative lifetime and a quantum formalism is not needed [17]. The correlation functions
FIG. 1. (Color online) (a) PL spectrum of a single NC at 4 K (acquisition time of 10 s, 600 grooves/mm grating). The zero phonon line (ZPL), the respective contributions of the CdSe and CdS (LO) phonon replica are indicated. For clarity, the LO phonon sideband is enhanced by a factor 3. Inset: photoluminescence decay of the fluorescence intensity. The red line is a monoexponential decay corresponding to a lifetime of 6 ns. (b) PL spectrum with a sideband is enhanced by a factor 3. Inset: photoluminescence decay of the fluorescence intensity. The red line is a monoexponential decay corresponding to a lifetime of 6 ns.

\[ G_{ij}(t, \tau) \text{ then write} \]
\[ \hat{G}_{ij}(t, \tau) = \frac{I(t)I(t + \tau)}{4} \left\{ 1 + \frac{\epsilon_i \epsilon_j}{2} e^{i \varphi \delta \tau}(d_i) \hat{\varphi}_\tau(d_i) \right\}, \]
\[ \text{where } \epsilon_a = 1, \epsilon_b = -1. \hat{\varphi}_\tau(d_i) \text{ is the Fourier transform of the statistic of the spectral jumps } \{ \varphi(t) \} \text{ during } \tau \{ \varphi(t) \} \text{ is the probability that the frequency shift between times } t \text{ and } t + \tau \text{ is equal to } | \xi | [17]. \]

The normalized function \( G_n(t, \tau) \) defined by Eq. (1) is
\[ G_n(t, \tau) = \frac{1}{2} \varphi^2(d_i) \hat{\varphi}_\tau(d_i) \cos[\omega_0(d_i - d_{i+\tau})]. \]

For \( \tau < 1 \) ms and a speed of the translation stage equal to 1 \( \mu \text{m/s}, \cos[\omega_0(d_i - d_{i+\tau})] \sim 1 \) and
\[ G_n(t, \tau) = \frac{1}{2} \varphi^2(d_i) \hat{\varphi}_\tau(d_i). \]

\[ \sqrt{2G_n(t, \tau)} \text{ then corresponds to the value of the contrast for given path delay } d_i, \text{ mitigated by the term } \sqrt{\varphi(d_i)} = \sqrt{2G_n(t, \tau)} \text{ at zero delay}. \]

C. Photon correlation Fourier spectroscopy results

Figure 2 presents the typical variation of \( \sqrt{2G_n(t, \tau)} \) as a function of the temporal path difference \( d_t \) for a rather long delay \( t \) of 1 ms (the data correspond to NC1). Large oscillations with a period of 150 fs are observed. They originate from the beats between the ZPL and the two phonon LO replicas [see Fig. 1(a)]. The contrast drops from 1 to 0.3 when increasing the temporal path difference from 0 to 1 ps. This fast drop of the contrast, i.e., of the optical coherence, has been tentatively attributed to the acoustic phonon pedestal in CdSe/ZnS NCs [20]. However due to the lack of correlation between PCFS method and conventional spectroscopy, this attribution remained unclear. Here, we find that the contrast measured on the consecutive peaks decays with a characteristic time of the order of 0.9 ps, corresponding to a linewidth of 1.5 meV (Fig. 2). This value is in good agreement with the LA phonon pedestal linewidth deduced from the PL spectrum around the ZPL [Fig. 1(b)], that allows us to unambiguously conclude that the very fast drop of the contrast is due to the coupling with LA phonons. This attribution is further confirmed when comparing the relative weight of the ZPL and the LA phonon replica. Indeed we found a very good agreement with the two methods. From the PCFS method, the relative intensity of the ZPL is directly given by the value of the contrast at a temporal path such that LA phonons do not contribute to the signal. We obtain a relative weight of ~30% by taking the value of the contrast at \( d_t = 1 \) ps. From the PL spectrum, neglecting the LO phonon contribution, we obtain a relative weight of 35% for the ZPL.

The decay of the remaining contrast (\( d_t > 1 \) ps), i.e., the linewidth of the ZPL, is now investigated for delays \( \tau \) ranging from 250 ns to 1 ms in order to measure the effect of the SD. First, Fig. 3 displays the decay of the contrast for a short delay \( \tau \) of 10 \( \mu \text{s} \) (for another NC noted NC2). Starting from about 40%, it indicates that 40% of the emission corresponds to the ZPL, a value close to the one obtained for NC1. For \( d_t > 1 \) ps, the curve can be fitted by an exponential decay of time scale \( T_2 = 14 \) ps, corresponding to a linewidth \( h/T_2 = 46 \mu \text{eV} \) (or 50 \( \mu \text{eV} \) given the experimental uncertainty).
For $\tau$ between 10 $\mu$s and 10 ms, there are only little variations of the measured contrast as a function of $\tau$, showing the moderate influence of SD in these time scales (see Fig. 4). For a value of $d_t = 0.12$ ps corresponding to a spectral range $h/d_t = 5.5$ meV, i.e., a temporal delay path close to zero and a high contrast (curve with ●), the decay of $\sqrt{2G_n(t, \tau)}$ is negligible. Remarkably, at a temporal difference $d_t > 1$ ps such as SD effects are considerably enhanced (the longer the delay $d_t$, the higher the effect of the SD on the contrast of the fringes), the decay is significant but not drastic (curve with ▲), in Fig. 4 corresponding to $d_t = 13$ ps and a narrower spectral range of $h/d_t = 50$ meV. This weak dependence can be extrapolated to a scale up to 1 s with the PL spectrum. Indeed the lower bound of the ZPL linewidth given by the resolution of the spectrometer (150 meV) for NC1 is fairly similar to those deduced from the PCFS method for the NC2. These striking features highlight the weak role played by the SD above 10 $\mu$s in the ZPL broadening.

However, one could think that a residual contrast could be observed at longer temporal path difference $d_t$ for shorter delays $\tau$. For $\tau < 2 \mu$s, only the cross correlations $\tilde{G}_{ab}$ and $\tilde{G}_{ba}$ can be used as the autocorrelations are affected by afterpulsing, so that the normalized function $G_n$ cannot be plotted. In order to probe the variations of the ZPL linewidth on a sub-$\mu$s time scale in spite of the APD after-pulsing, we took advantage of the complete suppression of blinking for the CdSe/CdS NCs [7] (it has been demonstrated on these NCs at time scales as short as 50 ns through the analysis of the autocorrelation function of the intensity).

This striking property opens opportunities in terms of PCFS measurements when compared to the aforementioned analysis. In the absence of blinking and for a single-state emission showing perfect Poissonian intensity fluctuations, the term $\tilde{I}(t)\tilde{I}(t+\tau)$ is independent of $\tau$. We have $\tilde{I}(t)\tilde{I}(t) = \tilde{I}(t)^2$ so that it is not necessary to calculate $G_n(t, \tau)$ to eliminate the term $\tilde{I}(t)\tilde{I}(t+\tau)$. Equation (2) leads to:

$$\tilde{G}_{ab}(t, \tau) = \frac{\tilde{G}_{ab}(t, \tau)}{\tilde{I}(t)} = 1 - \hat{\phi}^2(d_t)\hat{p}_r(d_t).$$

The difference between the normalized cross correlations $G_{ab}(t, \tau)/\tilde{I}^2(t)$ and 1 then provides direct information on the dynamics of the linewidth broadening due to the term $\hat{p}_r(d_t)$ (if SD is observed, the normalized cross correlations is lower than 1). In principle, $\hat{\phi}^2(d_t)\hat{p}_r(d_t)$ could even be measured by this approach as through $G_n(t, \tau)$ but the low values of the contrast and of the signal to noise ratio in fact prevent its accurate measurement.

Let us consider two long temporal paths ($d_t = 67$ ps for NC1 and $d_t = 46$ ps for NC2 corresponding respectively to spectral ranges $h/d_t = 9.8$ meV and 14 meV). For these temporal path differences, no contrast is detected at values of $\tau$ greater than 10 $\mu$s. Figure 5 shows the variations of the normalized cross correlations with $\tau$ ranging between 250 ns and 1 ms. No variations are detected over four decades. For delays ranging from 250 ns to 1 ms, $\tilde{G}_{ab}(t, \tau)/\tilde{I}^2(t)$ remains close to 1. No SD can be evidenced. At time scales larger than 250 ns, SD is then not at the origin of the contrast disappearance for these two long temporal path differences $d_t$.

D. Discussion

The results presented in the previous section show that the very thick-shell NCs that are always ionized exhibit a ZPL with a linewidth of 50 meV. Moreover, above the time scale of 250 ns, the effect of SD remains weak. It is noteworthy that the value of 50 meV of the trion recombination linewidth is about one order of magnitude larger than the one measured for the CdSe/CdS NCs [7].
PHOTON-CORRELATION FOURIER SPECTROSCOPY OF . . . PHYSICAL REVIEW B 91, 085416 (2015)

exciton in standard CdSe/ZnS NCs (6.5 μeV, [19]) and three times the one measured for CdSe/CdS NCs with a 5-nm shell (∼15 μeV [23]). Such an effect on the linewidth emission at 4 K is specific to colloidal NCs. For InAs/GaAs quantum dots grown by molecular beam epitaxy, no broadening of the charged exciton line with respect to the neutral exciton line is observed [26] (these dots can be inserted in charge-tunable structures and an easy comparison between neutral and charged exciton linewidths can be performed).

However, in InAs/GaAs quantum dots, due to the enhancement of Coulomb interactions generated by the presence of a third charge, the trion can present a larger coupling with an additional source of decoherence, such as a phonon bath, at the origin of linewidth broadening. Urbaszek et al. showed that the emission linewidth for InAs/GaAs dots increases with the temperature with a higher rate for the negatively charged trion than for the neutral exciton [26]. The third charge induces a decrease of the emission coherence of the trion state when compared to the exciton state.

In the case of colloidal NCs, it is well known that small charge fluctuations in the surrounding environment of the NC may introduce fast SD at very short time scales [27]. Due to the presence of a third charge, the trion is known to present a larger polarizability than the exciton and is more coupled to the local electrical field fluctuations [28,29]. The results of Figs. 4 and 5 show that this fast phenomenon should occur at time scales r lower than 250 ns. Depending whether the time scale of the environment fluctuations is longer or shorter than the radiative lifetime, these fast fluctuations may result either in spectral diffusion or decoherence. The fact that, for InAs/GaAs quantum dots, the trion emission is not broadened at 4 K with respect to the neutral exciton emission [26] can be explained by the widely observed tendency that the quantum dot environment is better controlled, as demonstrated by their absence of blinking and very low spectral diffusion.

IV. CONCLUSION

In conclusion, the trion fluorescence linewidth of very thick-shell CdSe/CdS NCs has been studied in detail by PCFS and standard spectroscopy. At 4 K, the emission of these charged NCs shows no blinking and a high photostability that provides possibilities in terms of PCFS measurements. The time-coherence dynamics is resolved at a time scale as short as 250 ns. The ZPL is characterized by a linewidth broadened at a value of the order of 50 μeV. This broadening is larger than the one observed for the exciton. We propose that it is explained by the addition of a third charge that weakens the coherence of the excited state through its stronger coupling to the environment. The presented results show that a thick shell can reduce the effect of SD at time scales higher than 250 ns. But they also highlight that preventing the ionization of thick-shell CdSe/CdS NCs is crucial if one wants to use them in the field of quantum information processes based on quantum photon interferences.
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