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# DENOMINATOR VECTORS AND DIMENSION VECTORS FROM TRIANGULATED SURFACES 

TOSHIYA YURIKUSA


#### Abstract

In a categorification of skew-symmetric cluster algebras, each cluster variable corresponds with an indecomposable module over the associated Jacobian algebra. Buan, Marsh and Reiten studied when the denominator vector of each cluster variable in an acyclic cluster algebra coincides with the dimension vector of the corresponding module. In this paper, we give analogues of their results for cluster algebras from triangulated surfaces by comparing two kinds of intersection numbers of tagged arcs.


## 1. Introduction

Cluster algebras [FZ02] are commutative algebras with generators called cluster variables. The certain tuples of cluster variables are called clusters. In a cluster algebra with principal coefficients, by Laurent phenomenon, any cluster variable $x$ is expressed by a Laurent polynomial of the initial cluster variables $\left(x_{1}, \ldots, x_{n}\right)$ and coefficients $\left(y_{1}, \ldots, y_{n}\right)$

$$
x=\frac{F\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)}{x_{1}^{d_{1}(x)} \cdots x_{n}^{d_{n}(x)}}
$$

where $d_{i}(x) \in \mathbb{Z}$ and $F\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \in \mathbb{Z}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]$ is not divisible by any $x_{i}$ [FZ02, FZ07. We call $d(x):=\left(d_{i}(x)\right)_{1 \leq i \leq n}$ the denominator vector of $x$. For the maximal degree $f_{i}(x)$ of $y_{i}$ in the $F$-polynomial $F\left(1, \ldots, 1, y_{1}, \ldots, y_{n}\right)$, we call $f(x):=\left(f_{i}(x)\right)_{1 \leq i \leq n}$ the $f$-vector of $x$. It was conjectured that $d(x)=f(x)$ for any non-initial cluster variable $x$ in [FZ07, Conjecture 7.17].

Let $Q$ be a quiver without oriented cycles of length at most two and $K$ an algebraically closed field. The quiver $Q$ defines a cluster algebra $\mathcal{A}(Q)$ [FZ02] and a Jacobian algebra $J(Q)=J(Q, W)$ over $K$ for a non-degenerate potential $W$ of $Q$ DWZ08. Then non-initial cluster variables $x$ of $\mathcal{A}(Q)$ correspond with certain indecomposable $J(Q)$-modules $\mathrm{M}(x)$ (see Subsection 3.2). Note that the dimension vector $\operatorname{dim} \mathrm{M}(x)$ is independent of the choice of $W$ as stated below. It was proved in CK06] (see also [CC06, Hub06]) that if $Q$ is acyclic, then it satisfies the property
$(\mathrm{d}=\operatorname{dim}) \quad d(x)=\underline{\operatorname{dim}} \mathrm{M}(x)$ for any non-initial cluster variable $x$ of $\mathcal{A}(Q)$.
However, it does not hold in general though it is known that $d(x) \leq \operatorname{dim} \mathrm{M}(x)$ [DWZ10, Corollary 5.5]. Buan, Marsh, and Reiten BMR09 gave a characterization of quivers satisfying (d=dim) for mutation equivalence classes of acyclic quivers (see also GLFS16, Theorem 1.1]).
Theorem 1.1 ([BMR09, Theorems 1.5 and 1.6]). Let $Q$ be a quiver obtained from an acyclic quiver by a sequence of mutations. If $Q$ satisfies ( $\mathrm{d}=\mathrm{dim}$, then $\operatorname{End}_{J(Q)}(P) \simeq K$ for any indecomposable projective $J(Q)$-module $P$. In addition, if $J(Q)$ is a tame algebra, then the inverse holds.

Note that [BMR09, Theorems 1.5 and 1.6] were given in terms of the associated cluster category, but they are equivalent to Theorem [1.1] by BMR09, Remark 3.4] (see (3.1)). They also gave the following result as a consequence of Theorem 1.1.
Theorem 1.2 ([BMR09, Corollary 1.7]). Let $Q$ be an acyclic quiver. Then every quiver obtained from $Q$ by a sequence of mutations satisfies $(\mathbb{=} \operatorname{dim}$ if and only if $Q$ is a Dynkin quiver or has exactly two vertices.

[^0]On the other hand, in the case that $J(Q)$ is finite dimensional, Fu and Keller FK10 proved that the equality $f(x)=\underline{\operatorname{dim}} \mathrm{M}(x)$ holds and it gave a counterexample of [FZ07, Conjecture 7.17] (based on BMR09]). This equality holds in general (Theorem 3.8), thus the vector $\operatorname{dim} \mathrm{M}(x)$ and the property ( $d=\operatorname{dim}$ ) are independent of the choice of $W$ since $f$-vectors are so.

In this paper, we consider Theorems 1.1 and 1.2 for quivers defined from triangulated surfaces. Cluster algebras associated with marked surfaces were introduced in FST08 based on FG06. To a tagged triangulation $T$ of a marked surface $\mathcal{S}$, they associated a quiver $Q_{T}$ and studied the cluster algebra $\mathcal{A}\left(Q_{T}\right)$. In particular, tagged arcs (resp., tagged triangulations, tagged arcs of $T$ ) of $\mathcal{S}$ correspond bijectively with cluster variables (resp., clusters, the initial cluster variables) of $\mathcal{A}\left(Q_{T}\right)$ except that $\mathcal{S}$ is a closed surface with exactly one puncture. Moreover, flips of tagged triangulations are compatible with mutations of clusters (see Section (4).

Moreover, there are two kinds of intersection numbers of tagged arcs: One was introduced in [FST08] to give denominator vectors in $\mathcal{A}\left(Q_{T}\right)$; Another one was introduced in QZ17 to give dimension of homomorphisms in the associated cluster category. Then the latter also gives $f$-vectors in $\mathcal{A}\left(Q_{T}\right)$ (Theorem4.2). Therefore, we mainly study these intersection numbers. As a consequence, we characterize quivers satisfying $d=\operatorname{dim}$ in geometric terms.

Theorem 1.3. Let $\mathcal{S}$ be a marked surface and $T$ a tagged triangulation of $\mathcal{S}$. Then $Q_{T}$ satisfies ( $\mathrm{d}=\operatorname{dim}$ ) if and only if either $\mathcal{S}$ is a torus with exactly one puncture or $T$ has neither loops nor tagged arcs connecting punctures.

Theorem 1.4. Let $\mathcal{S}$ be a marked surface.
(1) There is at least one tagged triangulation $T$ of $\mathcal{S}$ such that $Q_{T}$ satisfies ( $d=\operatorname{dim}$ if and only if $\mathcal{S}$ is one of the following:

- a marked surface of genus zero with non-empty boundary;
- a marked surface of positive genus with non-empty boundary and at least three marked points, at least two of which are on $\partial S$;
- a torus with exactly one puncture.
(2) The quivers $Q_{T}$ satisfy $(\mathrm{d}=\mathrm{dim}$ for all tagged triangulations $T$ of $\mathcal{S}$ if and only if $\mathcal{S}$ is one of the following:
- a polygon with at most one puncture;
- an annulus with exactly two marked points;
- a torus with exactly one puncture.

An analogue of Theorem 1.2 immediately follows from Theorem 1.4(2) (see Example 4.1), where we say that a quiver is Dynkin type if it is obtained from a Dynkin quiver by a sequence of mutations.

Corollary 1.5. Let $T$ be a tagged triangulation. Then every quiver obtained from $Q_{T}$ by a sequence of mutations satisfies $\left(\mathrm{d}=\mathrm{dim}\right.$ ) if and only if $Q_{T}$ is either Dynkin type, a Kronecker quiver, or a Markov quiver.

Moreover, we also give an analogue of Theorem 1.1 except for closed surfaces with exactly one puncture by using Theorem 1.3

Theorem 1.6 (Theorem 4.7). Let $T$ be a tagged triangulation of a marked surface which is not a closed surface with exactly one puncture. Then $Q_{T}$ satisfies $(\mathrm{d}=\operatorname{dim})$ if and only if $\operatorname{End}_{J\left(Q_{T}\right)}(P) \simeq K$ for any indecomposable projective $J\left(Q_{T}\right)$-module $P$.

Finally, if $\mathcal{S}$ is a torus with exactly one puncture, then $Q_{T}$ satisfies ( $\mathrm{d}=\mathrm{dim}$ by Theorem 1.3. However, Labardini-Fragoso [LF09] constructed a non-degenerate potential $W$ of $Q_{T}$ such that

- $\operatorname{dim} \operatorname{End}_{J\left(Q_{T}, W\right)}(P)=4$ for any indecomposable projective $J\left(Q_{T}, W\right)$-module $P$ Lad12, Proposition 4.2];
- $J\left(Q_{T}, W\right)$ is tame GLFS16] (see also LLF16a, Theorem 3.5]).

Therefore, Theorem 1.1 (or Theorem 1.6) does not hold in general.

This paper is organized as follows. In Section 2, we only work on marked surfaces. We study two kinds of intersection numbers and give geometric versions of Theorems 1.3 and 1.4 (Theorems 2.10, 2.11 and 2.12). In Section 3, we recall cluster algebras and their categorification. For the case arising from marked surfaces, they have many properties as in Section 4. Using the properties and the results in Section 2, we give Theorems 1.3, 1.4 in Subsection 4.1 and Theorem 1.6 in Subsection 4.2. Moreover, we also characterize the condition of Corollary 1.5 in terms of the associated cluster category (Proposition 4.9). In Section [5] we give an example which is not covered by [BMR09.

## 2. On marked surfaces

In this section, we work on marked surfaces FST08, FT18].
2.1. Intersection numbers of tagged arcs. Let $S$ be a connected compact oriented Riemann surface with (possibly empty) boundary $\partial S$ and $M$ a non-empty finite set of marked points on $S$ with at least one marked point on each connected component of $\partial S$. We call the pair $\mathcal{S}=(S, M)$ a marked surface. A marked point in the interior of $S$ is called a puncture. For technical reasons, we assume that $\mathcal{S}$ is not a monogon with at most one puncture, a digon without punctures, a triangle without punctures, and a sphere with at most three punctures (see [FST08] for the details). Throughout this paper, we consider a curve on $S$ up to isotopy relative to $M$.

A tagged arc of $\mathcal{S}$ is a curve on $S$ whose endpoints are in $M$ and each end is tagged in one of two ways, plain or notched, such that the following conditions are satisfied:

- it does not intersect itself except at its endpoints;
- it is disjoint from $M$ and $\partial S$ except at its endpoints;
- it does not cut out a monogon with at most one puncture or a digon without punctures;
- its ends incident to $\partial S$ are tagged plain;
- both ends of a loop are tagged in the same way,
where a loop is a tagged arc with two identical endpoints. In the figures, we represent tags as follows:

$$
\text { plain } \longrightarrow \quad \text { notched } \longrightarrow \bullet .
$$

A pair of conjugate arcs is the following pair of tagged arcs whose underlying curves coincide:


We denote by $\mathbb{A}_{\mathcal{S}}$ the set of tagged arcs of $\mathcal{S}$. We also recall a rotation of tagged arcs BQ15 (see Table 2).

Definition 2.1. The tagged rotation of $\gamma \in \mathbb{A}_{\mathcal{S}}$ is the tagged arc $\rho(\gamma)$ defined as follows:

- If $\gamma$ has an endpoint $o$ on a component $C$ of $\partial S$, then $\rho(\gamma)$ is obtained from $\gamma$ by moving $o$ to the next marked point on $C$ in the counterclockwise direction;
- If $\gamma$ has an endpoint at a puncture $p$, then $\rho(\gamma)$ is obtained from $\gamma$ by changing its tags at $p$.

Throughout this paper, when we consider intersections of curves, we assume that they intersect transversally in a minimum number of points in $S \backslash M$. Our main subjects are two kinds of intersection numbers of tagged arcs defined in [FST08, Definition 8.4] and QZ17, Definition 3.3].

Definition 2.2. Let $\gamma, \delta \in \mathbb{A}_{\mathcal{S}}$.
(1) The FST-intersection number $(\gamma \mid \delta)$ of $\gamma$ and $\delta$ is defined by $A_{\gamma, \delta}+B_{\gamma, \delta}+C_{\gamma, \delta}+D_{\gamma, \delta}$, where

- $A_{\gamma, \delta}$ is the number of intersection points of $\gamma$ and $\delta$ in $S \backslash M$;
- $B_{\gamma, \delta}=0$ unless $\gamma$ is a loop at $o \in M$, in which case $B_{\gamma, \delta}$ is the negative of the number of contractible triangles $\triangle$ defined as follows: Suppose that $\delta$ consecutively intersects with $\gamma$ at points $a$ and $b$. Then $\triangle$ consists of the segment of $\delta$ from $a$ to $b$, the segment of $\gamma$ from $o$ to $a$, and the segment of $\gamma$ from $o$ to $b$ (see Figure 1);
- $C_{\gamma, \delta}=0$ unless the underlying curves of $\gamma$ and $\delta$ coincide, in which case $C_{\gamma, \delta}=-1$;
- $D_{\gamma, \delta}$ is the number of ends of $\delta$ incident to an endpoint $e$ of $\gamma$ whose tags are different from one of $\gamma$ at $e$.
(2) The $Q Z$-intersection number $\operatorname{Int}(\gamma, \delta)$ of $\gamma$ and $\delta$ is defined by $A_{\gamma, \delta}+C_{\gamma, \delta}^{\prime}+D_{\gamma, \delta}^{\prime}$, where
- $C_{\gamma, \delta}^{\prime}=0$ unless $\gamma$ and $\delta$ form a pair of conjugate arcs, in which case $C_{\gamma, \delta}^{\prime}=-1$;
- $D_{\gamma, \delta}^{\prime}$ is the number of pairs of an end of $\gamma$ and an end of $\delta$ such that they are incident to a common puncture and their tags are different.


Figure 1. The triangle $\triangle$ contributes -1 to $B$ if it is contractible
Note that FST-intersection numbers are not symmetric in general, while QZ-intersection numbers are symmetric.

Let $\gamma, \delta \in \mathbb{A}_{\mathcal{S}}$. By the definitions, $C_{\gamma, \delta}, D_{\gamma, \delta}, C_{\gamma, \delta}^{\prime}$, and $D_{\gamma, \delta}^{\prime}$ are zero if $\gamma$ and $\delta$ have no common endpoints. Moreover, $C_{\gamma, \delta}$ and $C_{\gamma, \delta}^{\prime}$ are zero if the underlying curves of $\gamma$ and $\delta$ do not coincide. Thus Table 1 lists all cases where any of them are not zero up to changing all tags at each puncture. In particular, $(\gamma \mid \gamma)=C_{\gamma, \gamma}=-1 \neq 0=C_{\gamma, \gamma}^{\prime}=\operatorname{Int}(\gamma, \gamma)$. Moreover, if $\gamma$ and $\delta$ form a pair of conjugate arcs, then $(\gamma \mid \delta)=\operatorname{Int}(\gamma, \delta)=0$.



Table 1. Cases that any of $C_{\gamma, \delta}, D_{\gamma, \delta}, C_{\gamma, \delta}^{\prime}$, and $D_{\gamma, \delta}^{\prime}$ are not zero

By the definitions, we can give a difference between the intersection numbers.
Proposition 2.3. Let $\gamma, \delta \in \mathbb{A}_{\mathcal{S}}$. Then we have

$$
(\gamma \mid \delta)=\operatorname{Int}(\gamma, \delta)+B_{\gamma, \delta}+C_{\gamma, \delta}^{\prime \prime}+D_{\gamma, \delta}^{\prime \prime}
$$

where

- $B_{\gamma, \delta}$ is defined in Definition 2.2(1);
- $C_{\gamma, \delta}^{\prime \prime}=0$ unless the underlying curves of $\gamma$ and $\delta$ coincide and they do not form a pair of conjugate arcs, in which case $C_{\gamma, \delta}^{\prime \prime}=-1$;
- $D_{\gamma, \delta}^{\prime \prime}=0$ unless $\gamma$ is a loop at a puncture $p$, in which case $D_{\gamma, \delta}^{\prime \prime}$ is the negative of the number of ends of $\delta$ incident to $p$ whose tags are different from ones of $\gamma$.

Proof. Table 1 gives the equalities $C_{\gamma, \delta}^{\prime \prime}=C_{\gamma, \delta}-C_{\gamma, \delta}^{\prime}$ and $D_{\gamma, \delta}^{\prime \prime}=D_{\gamma, \delta}-D_{\gamma, \delta}^{\prime}$. Otherwise, all of them are zero as the above observation. Therefore, we get the desired equality from Definition [2.2,

We observe some properties of the values $B_{\gamma, \delta}, C_{\gamma, \delta}^{\prime \prime}$, and $D_{\gamma, \delta}^{\prime \prime}$.
Lemma 2.4. Let $\gamma, \delta \in \mathbb{A}_{\mathcal{S}}$.
(1) The values $B_{\gamma, \delta}, C_{\gamma, \delta}^{\prime \prime}$, and $D_{\gamma, \delta}^{\prime \prime}$ are non-positive and $(\gamma \mid \delta) \leq \operatorname{Int}(\gamma, \delta)$.
(2) If $\gamma$ is not a loop, then $B_{\gamma, \delta}=D_{\gamma, \delta}^{\prime \prime}=0$.
(3) There is a $\gamma^{\prime} \in \mathbb{A}_{\mathcal{S}} \backslash\{\gamma\}$ such that $C_{\gamma, \gamma^{\prime}}^{\prime \prime} \neq 0$ if and only if $\gamma$ connects punctures.

Proof. The assertions immediate follow from the definitions.
Lemma 2.5. If $\gamma$ is a loop of $\mathcal{S}$ at $m \in M \cap \partial S$, then there is a $\delta \in \mathbb{A}_{\mathcal{S}}$ such that $B_{\gamma, \delta} \neq 0$.
Proof. Let $C$ be a connected component of $\partial S$ containing $m$. If $\gamma$ is homotopic to $C$, then there are other marked points on $C$. We take a loop $\delta$ at such a marked point which is homotopic to $C$. Then we have $B_{\gamma, \delta} \neq 0$ (see the left diagram of Figure (2).

Suppose that $\gamma$ is not homotopic to $C$. We take $\delta$ as a tagged arc obtained from $\gamma$ by applying the Dehn twist along a simple closed curve which is homotopic to $C$ (see e.g. Mar16 for the definition of Dehn twists). Then we get $B_{\gamma, \delta} \neq 0$ (see the right diagrams of Figure (2).


Figure 2. Constructions of $\delta \in \mathbb{A}_{\mathcal{S}}$ satisfying $B_{\gamma, \delta} \neq 0$ for a loop $\gamma$ at $m \in M \cap \partial S$

Lemma 2.6. Suppose that $\mathcal{S}$ is a closed surface with exactly one puncture. Let $\gamma \in \mathbb{A}_{\mathcal{S}}$.
(1) If the genus of $S$ is one, then we have $B_{\gamma, \delta}=0$ for any $\delta \in \mathbb{A}_{\mathcal{S}}$.
(2) If the genus of $S$ is two or more, then there is a $\delta \in \mathbb{A}_{\mathcal{S}}$ such that $B_{\gamma, \delta} \neq 0$.

Proof. The claim (1) was proved in [RS17, Subsection 4.3] in the case that all ends of $\gamma$ and $\delta$ are tagged plain. Since $B_{\gamma, \delta}$ is independent of their tags, it holds in general cases.

For (2), we can take a desired $\delta$ concretely. In fact, we consider the case that the genus of $S$ is two. Then $\mathcal{S}$ is described by the octahedron $P_{8}$ as follows:

where $c_{1}, \ldots, c_{8}$ are segments of a simple closed curve which is contracted to a puncture, and the edges of $P_{8}$ with the same numbers are identified along the directions. In $P_{8}$, there are the connected segments $\gamma^{\prime}$ and $\gamma^{\prime \prime}$ of $\gamma$ containing endpoints of $\gamma$, where they may be identified. We assume that the endpoints of $\gamma^{\prime}$ and $\gamma^{\prime \prime}$ are $p_{i}$ and $p_{j}$ for $i \leq j$, respectively. Then $\gamma^{\prime}$ and $\gamma^{\prime \prime}$ intersect with $c_{i}$ and $c_{j}$, and let $q_{i}$ and $q_{j}$ be their intersection points, respectively. If $\delta$ contains the curve $c_{i} c_{i+1} \cdots c_{j}$ or $c_{j} \cdots c_{n} c_{1} \cdots c_{i}$ in $\mathcal{S}$, then $\delta$ consecutively intersects with $\gamma$ at $q_{i}$ and $q_{j}$. Then the segment of $\delta$ from $q_{i}$ to $q_{j}$, the segment of $\gamma$ from $p$ to $q_{i}$, and the segment of $\gamma$ from $p$ to $q_{j}$ form a contractible triangle, thus we have $B_{\gamma, \delta} \neq 0$. That is, we only need to give such $\delta$. We consider four tagged arcs


Then $\delta_{k}$ contains $c_{k+1} \cdots c_{k+6}$ for $k \in\{1,2,5,6\}$, where $c_{8+h}=c_{h}$. Therefore, there is $k$ such that $B_{\gamma, \delta_{k}} \neq 0$ except for $(i, j)=(1,5)$. In which case, either $B_{\gamma, \delta_{3}} \neq 0$ or $B_{\gamma, \delta_{7}} \neq 0$ for two tagged arcs


In the same way, we can construct a desired $\delta$ for the case that the genus of $S$ is three or more.
2.2. Tagged triangulations with common intersection vectors. A tagged triangulation of $\mathcal{S}$ is a maximal set $T$ of tagged arcs of $\mathcal{S}$ such that $\operatorname{Int}(\gamma, \delta)=0$ for any $\gamma, \delta \in T$. We denote by $\mathbb{T}_{\mathcal{S}}$ the set of tagged triangulations of $\mathcal{S}$. By [FST08, Remark 4.2], a tagged triangulation of $\mathcal{S}$ decomposes $S$ into puzzle pieces as in Figure 3


Figure 3. A complete list of puzzle pieces of $\mathcal{S}$ up to changing all tags at each puncture, where the rightmost puzzle piece forms a tagged triangulation of a sphere with exactly four punctures

Let $T \in \mathbb{T}_{\mathcal{S}}$. For $\gamma \in T$, there is a unique tagged arc $\gamma^{\prime} \notin T$ such that $\mu_{\gamma} T:=(T \backslash\{\gamma\}) \sqcup\left\{\gamma^{\prime}\right\} \in \mathbb{T}_{\mathcal{S}}$. We call $\mu_{\gamma} T$ the flip of $T$ at $\gamma$. We denote by $\mathbb{T}_{\mathcal{S}}^{T}$ the set of tagged triangulations of $\mathcal{S}$ obtained from $T$ by sequences of flips, and by $\mathbb{A}_{\mathcal{S}}^{T}$ the set of tagged arcs of tagged triangulations contained in $\mathbb{T}_{\mathcal{S}}^{T}$. It is elementary that flips are compatible with tagged rotations, that is, we have $\rho\left(\mu_{\gamma} T\right)=\mu_{\rho(\gamma)} \rho(T)$. It implies that $\rho: \mathbb{T}_{\mathcal{S}}^{T} \rightarrow \mathbb{T}_{\mathcal{S}}^{\rho(T)}$ is a bijection which commutes with flips. In almost cases, its domain and codomain coincide as follows.

Theorem 2.7 ([FST08, Theorem 7.9 and Proposition 7.10]). If $\mathcal{S}$ is not a closed surface with exactly one puncture, then we have $\mathbb{T}_{\mathcal{S}}^{T}=\mathbb{T}_{\mathcal{S}}$, that is, any two tagged triangulations of $\mathcal{S}$ are connected by a
sequence of flips. If $\mathcal{S}$ is a closed surface with exactly one puncture, then we have $\mathbb{T}_{\mathcal{S}}^{T} \sqcup \mathbb{T}_{\mathcal{S}}^{\rho(T)}=\mathbb{T}_{\mathcal{S}}$, in particular, all tags appearing in $\mathbb{T}_{\mathcal{S}}^{T}$ are the same.

For $\gamma \in \mathbb{A}_{\mathcal{S}}$, we set two kinds of intersection vectors

$$
(T \mid \gamma):=((t \mid \gamma))_{t \in T} \in \mathbb{Z}^{T} \text { and } \operatorname{Int}(T, \gamma):=(\operatorname{Int}(t, \gamma))_{t \in T} \in \mathbb{Z}^{T}
$$

Note that the former induces the denominator vector of the corresponding cluster variable, while the latter induces its $f$-vector and the dimension vector of the corresponding indecomposable module (see Theorem 4.2 and under Theorem 3.8).

Definition 2.8. Let $T \in \mathbb{T}_{\mathcal{S}}$. We say that
(1) $T$ has common intersection vectors $\left(C I V\right.$, for short) if $(T \mid \gamma)=\operatorname{Int}(T, \gamma)$ for any $\gamma \in \mathbb{A}_{\mathcal{S}} \backslash T$;
(2) $T$ has weak common intersection vectors $(w C I V$, for short) if $(T \mid \gamma)=\operatorname{Int}(T, \gamma)$ for any $\gamma \in$ $\mathbb{A}_{\mathcal{S}}^{T} \backslash T$.
Theorem 2.7 implies that CIV and wCIV are equivalent if $\mathcal{S}$ is not a closed surface with exactly one puncture. In which case, we get the following.
Proposition 2.9. Suppose that $\mathcal{S}$ is a closed surface with exactly one puncture. Then all $T \in \mathbb{T}_{\mathcal{S}}$ do not have CIV. Moreover, the following are equivalent:
(1) There is at least one $T \in \mathbb{T}_{\mathcal{S}}$ with $w C I V$;
(2) All $T \in \mathbb{T}_{\mathcal{S}}$ have $w C I V$;
(3) $S$ is a torus.

Proof. Using the notations in Proposition [2.3, the first claim follows from $C_{\gamma, \rho(\gamma)}^{\prime \prime} \neq 0$ for any $\gamma \in \mathbb{A}_{\mathcal{S}}$ under the assumption. Let $T \in \mathbb{T}_{\mathcal{S}}$ and $\gamma \in T$. We have $C_{\gamma, \delta}^{\prime \prime}=D_{\gamma, \delta}^{\prime \prime}=0$ for any $\delta \in \mathbb{A}_{\mathcal{S}}^{T} \backslash\{\gamma\}$ since all tags of $\gamma$ and $\delta$ are the same by Theorem 2.7. By Lemma 2.6 there is a $\delta \in \mathbb{A}_{\mathcal{S}}$ such that $B_{\gamma, \delta} \neq 0$ if and only if $S$ is not a torus. In particular, we can take $\delta$ as in $\mathbb{A}_{\mathcal{S}}^{T}$ since $B_{\gamma, \delta}$ is independent of tags. Therefore, $T$ have wCIV if and only if $S$ is a torus. This gives the desired equivalences.

We are ready to give the main result of this section.
Theorem 2.10. For $T \in \mathbb{T}_{\mathcal{S}}$, the following are equivalent:
(1) T has CIV;
(2) $T$ has neither loops nor tagged arcs connecting punctures;
(3) $\operatorname{Int}(\gamma, \rho(\gamma))=1$ for any $\gamma \in T$;
(4) $\operatorname{Int}\left(\gamma, \rho^{-1}(\gamma)\right)=1$ for any $\gamma \in T$.

Proof. Using the notations in Proposition 2.3, Lemma 2.4(1) implies that $T$ have CIV if and only if $B_{\gamma, \delta}=C_{\gamma, \delta}^{\prime \prime}=D_{\gamma, \delta}^{\prime \prime}=0$ for any $\gamma \in T$ and $\delta \in \mathbb{A}_{\mathcal{S}} \backslash\{T\}$. By Lemma 2.4(2) and (3), their equalities hold for $T$ satisfying (2), that is, (2) implies (1). The inverse follows from Lemmas 2.4 (3) and 2.5. It is straightforward to check the remaining equivalences. In fact, Table 2 lists all kinds of tagged arcs up to changing all tags at each puncture. It gives that $\gamma \in \mathbb{A}_{\mathcal{S}}$ is neither a loop nor a tagged arc connecting punctures if and only if $\operatorname{Int}(\gamma, \rho(\gamma))=1$. Similarly, it is equivalent to $\operatorname{Int}\left(\gamma, \rho^{-1}(\gamma)\right)=1$. Thus (2), (3) and (4) are equivalent.

Theorem 2.11. For $T \in \mathbb{T}_{\mathcal{S}}$, it has $w C I V$ if and only if it has $C I V$ or $\mathcal{S}$ is a torus with exactly one puncture.

Proof. Since CIV and wCIV are equivalent except that $\mathcal{S}$ is a closed surface with exactly one puncture, the assertion follows from Proposition 2.9

In general, the conditions (1) and (2) in Proposition 2.9 are not equivalent. We also characterize $\mathcal{S}$ satisfying each condition.
Theorem 2.12. Let $\mathcal{S}$ be a marked surface.
(1) There is at least one $T \in \mathbb{T}_{\mathcal{S}}$ with CIV if and only if $\mathcal{S}$ is one of the following:


TABLE 2. QZ-intersection number of each tagged arc $\gamma$ and its tagged rotation $\rho(\gamma)$

- a marked surface of genus zero with $\partial S \neq \emptyset$;
- a marked surface of positive genus with $\partial S \neq \emptyset,|M| \geq 3$ and $|M \cap \partial S| \geq 2$.
(2) All $T \in \mathbb{T}_{\mathcal{S}}$ have $C I V$ if and only if $\mathcal{S}$ is one of the following:
- a polygon with at most one puncture;
- an annulus with $|M|=2$.

In (1) and (2), we also have the similar statements obtained by replacing CIV with wCIV and adding the case that $\mathcal{S}$ is a torus with exactly one puncture.

Proof of Theorem 2.12(2). By Theorem 2.10 all $T \in \mathbb{T}_{\mathcal{S}}$ have CIV if and only if there are neither loops nor tagged arcs connecting punctures in $\mathcal{S}$. It is easy to check that $\mathcal{S}$ appearing in (2) satisfies such conditions. In other cases, $\mathcal{S}$ satisfies at least one of the following:

- there are at least two punctures;
- the genus of $S$ is positive;
- there are at least two boundary components and $|M| \geq 3$.

In each case, we can take a loop or a tagged arc connecting punctures as in Figure 4. Thus (2) holds.


Figure 4. A loop or a tagged arc connecting punctures on each marked surface which does not appear in Theorem 2.12(2)

To prove Theorem [2.12(1), we prepare the following property.
Proposition 2.13. Suppose that $\partial S \neq \emptyset$ and there is a $T \in \mathbb{T}_{\mathcal{S}}$ with CIV. Then there is a $T^{\prime} \in \mathbb{T}_{\mathcal{S}^{\prime}}$ with $C I V$ if $\mathcal{S}^{\prime}$ is a marked surface obtained from $\mathcal{S}$ by one of the following:
(1) adding a marked point on $\partial S$;
(2) adding a puncture;
(3) adding a boundary component with exactly one marked point.

Proof. Up to homotopy, we can take a puzzle piece $\triangle$ of $T$ whose side is a boundary segment of $\mathcal{S}$ such that the added marked point or boundary component is in $\triangle$. We obtain $T^{\prime} \in \mathbb{T}_{\mathcal{S}^{\prime}}$ from $T$ by
adding puzzle pieces in each case as follows:


In all cases, $T^{\prime}$ has neither loops nor tagged arcs connecting punctures since $T$ is so. Thus it also has CIV by Theorem 2.10.

Proof of Theorem 2.12(1). If $\partial S=\emptyset$, then any tagged arc of $\mathcal{S}$ connects punctures. Thus any $T \in \mathbb{T}_{\mathcal{S}}$ does not have CIV by Theorem 2.10. Therefore, we assume that $\partial S \neq \emptyset$. Let $g$ be the genus of $S$ and $P$ the set of punctures of $\mathcal{S}$. We consider five cases.

Case 1. $g=0$. By Theorem [2.12(2) and Proposition 2.13, there is a $T \in \mathbb{T}_{\mathcal{S}}$ with CIV except for a monogon with at least two punctures since we assume that $\mathcal{S}$ is not a monogon with at most one puncture. For a monogon with exactly two punctures, two pairs of conjugate arcs form a tagged triangulation with CIV as in the proof of Proposition 2.13. By Proposition 2.13 again, there is a $T \in \mathbb{T}_{\mathcal{S}}$ with CIV for any $\mathcal{S}$ with $g=0$.

Case 2. $g \geq 1,|M \backslash P|=1$. Suppose that there is a $T \in \mathbb{T}_{\mathcal{S}}$ with CIV, that is, $T$ has neither loops nor tagged arcs connecting punctures by Theorem 2.10. By this condition, $T$ must be constructed as follows:


In fact, for the unique boundary segment $b$, a puzzle piece of $T$ with $b$ must be a triangle $b r l_{1}$ whose one vertex is a puncture. If $l_{1}=r$, then $S$ is a sphere, a contradiction. Suppose that $l_{1} \neq r$. Then another puzzle pieces of $T$ with $l_{1}$ must be a digon $l_{1} l_{2}$. Similarly, a new puzzle piece of $T$ with $l_{i}$ must be a digon $l_{i} l_{i+1}$ for $1 \leq i \leq|P|-1$, and $l_{|P|}$ must be $r$. Then $\mathcal{S}$ is a sphere, a contradiction. Therefore, there is no $T \in \mathbb{T}_{\mathcal{S}}$ with CIV.

Case 3. $g \geq 1,|M|=2, P=\emptyset$. Suppose that there is a $T \in \mathbb{T}_{\mathcal{S}}$ with CIV. By $P=\emptyset$, all puzzle pieces

(3a) one boundary component with two marked points;
(3b) two boundary components with one marked point.
In the case (3a), a triangle of $T$ with a boundary segment must contain a loop, a contradiction. In the case (3b), there is at least one $\gamma \in \mathbb{A}_{\mathcal{S}}$ connecting the distinct marked points. Then each triangle of $T$ with $\gamma$ must contain a boundary segment as follows:


It reduces to (3a), hence a contradiction.
Case 4. $g \geq 1,|M \backslash P| \geq 3$. We construct $T \in \mathbb{T}_{\mathcal{S}}$ with CIV for $|M|=3$ and $P=\emptyset$, thus for all cases by Proposition 2.13, In which case, $\mathcal{S}$ has one of the following:
(4a) one boundary component with three marked points;
(4b) two boundary components, one has one marked point and the other has two marked points;
(4c) three boundary components with one marked point.
In the case (4a), we take the following triangle $\triangle$ :


We obtain a marked surface $\mathcal{S}^{\prime}$ from $\mathcal{S}$ by cutting along the sides of $\triangle$ and removing $\triangle$. Thus its genus is $g-1$ and it has two boundary components with two marked points, and no punctures. We take the following triangles of $\mathcal{S}^{\prime}$ :


If $g=1$, then they form a tagged triangulation $T^{\prime}$ of $\mathcal{S}^{\prime}$. Considering $T^{\prime}$ as triangles on $\mathcal{S}$, we get $T=T^{\prime} \cup \triangle \in \mathbb{T}_{\mathcal{S}}$ with CIV since their tagged arcs are not loops. If $g>1$, then we can repeat the above process since it reduces to the case (4a) for genus $g-1$. By induction on $g$, we get $T \in \mathbb{T}_{\mathcal{S}}$ with CIV. The cases (4b) and (4c) reduce to (4a) by considering the following triangles:

(4c)


Case 5. $g \geq 1,|M \backslash P|=2,|P| \geq 1$. We construct $T \in \mathbb{T}_{\mathcal{S}}$ with CIV for $|P|=1$, thus for all cases by Proposition 2.13. In which case, $\mathcal{S}$ has one of the following:
(5a) one boundary component with two marked points;
(5b) two boundary components with one marked point.
The both cases reduce to (4a) by considering the following triangles:


The cases 1 to 5 above cover all cases of $\mathcal{S}$ with $\partial S \neq \emptyset$. They imply that there is at least one $T \in \mathbb{T}_{\mathcal{S}}$ with CIV if and only if $\mathcal{S}$ is one of the cases 1,4 , and 5 . Thus the assertion holds.

Proof of Theorem 2.12 for wCIV. The assertions follow from (1), (2), and Proposition 2.9

Example 2.14. For an annulus with exactly three marked points on the boundary, we consider the tagged triangulations


By Theorem [2.10, $T$ does not have CIV and $\mu_{3} T$ has CIV. In fact, for $\gamma \in \mu_{3} T$ and any tagged arc $\delta$,

$$
(\gamma \mid \delta)=A_{\gamma, \delta}=\operatorname{Int}(\gamma, \delta)
$$

On the other hand, for another loop $\rho(3)$, we have

$$
(3 \mid \rho(3))=A_{3, \rho(3)}+B_{3, \rho(3)}=2+(-1)=1, \text { and } \operatorname{Int}(3, \rho(3))=A_{3, \rho(3)}=2
$$

Thus we have $(T \mid \rho(3))=(1,1,1) \neq(1,1,2)=\operatorname{Int}(T, \rho(3))$.

## 3. Categorification of cluster algebras

We denote by $Q_{0}$ and $Q_{1}$ the set of vertices and arrows of a quiver $Q$, respectively. We say that an oriented cycle of length one (resp., two) in $Q$ is a loop (resp., a 2-cycle).
3.1. Cluster algebras. We recall (skew-symmetric) cluster algebras with principal coefficients [FZ07]. For that, we need to prepare some notations. Let $n \in \mathbb{Z}_{\geq 0}$ and $\mathcal{F}:=\mathbb{Q}\left(t_{1}, \ldots, t_{2 n}\right)$ be the field of rational functions in $2 n$ variables over $\mathbb{Q}$. A seed with coefficients is a pair (c, $Q$ ) consisting of the following data:
(1) $\mathbf{c}=\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)$ is a free generating set of $\mathcal{F}$ over $\mathbb{Q}$.
(2) $Q$ is a quiver without loops nor 2-cycles such that $Q_{0}=\{1, \ldots, 2 n\}$.

Then we refer to the tuple $\left(x_{1}, \ldots, x_{n}\right)$ as the cluster, to each $x_{i}$ as a cluster variable and $y_{i}$ as a coefficient. For a seed $(\mathrm{c}, Q)$ with coefficients, the mutation $\mu_{k}(\mathrm{c}, Q)=\left(\mathrm{c}^{\prime}, \mu_{k} Q\right)$ at $k(1 \leq k \leq n)$ is defined as follows:
(1) $\mathrm{c}^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}, y_{1}, \ldots, y_{n}\right)$ is defined by
$x_{k} x_{k}^{\prime}=\prod_{(j \rightarrow k) \in Q_{1}} x_{j} \prod_{(j \rightarrow k) \in Q_{1}} y_{j-n}+\prod_{(j \leftarrow k) \in Q_{1}} x_{j} \prod_{(j \leftarrow k) \in Q_{1}} y_{j-n}$ and $x_{i}^{\prime}=x_{i}$ if $i \neq k$,
where $x_{n+1}=\cdots=x_{2 n}=1=y_{1-n}=\cdots=y_{0}$.
(2) $\mu_{k} Q$ is the quiver obtained from $Q$ by the following steps:
(a) For any path $i \rightarrow k \rightarrow j$, add an arrow $i \rightarrow j$.
(b) Reverse all arrows incident to $k$.
(c) Remove a maximal set of disjoint 2-cycles.

We remark that $\mu_{k}$ is an involution, that is, we have $\mu_{k} \mu_{k}(\mathrm{c}, Q)=(\mathrm{c}, Q)$. Moreover, it is elementary that $\mu_{k}(\mathrm{c}, Q)$ is also a seed with coefficients.

For a quiver $Q$ without loops nor 2-cycles such that $Q_{0}=\{1, \ldots, n\}$, we obtain the quiver $\hat{Q}$ (resp., $\mathscr{Q}$ ) from $Q$ by adding vertices $\left\{1^{\prime}, \ldots, n^{\prime}\right\}$ and arrows $\left\{i \rightarrow i^{\prime} \mid 1 \leq i \leq n\right\}\left(\right.$ resp., $\left.\left\{i \leftarrow i^{\prime} \mid 1 \leq i \leq n\right\}\right)$. We fix a seed $\left(c=\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right), \hat{Q}\right)$ with coefficients, called the initial seed. We also call the tuple $\left(x_{1}, \ldots, x_{n}\right)$ the initial cluster, and each $x_{i}$ the initial cluster variable.

Definition 3.1. The cluster algebra $\mathcal{A}(Q)=\mathcal{A}(\mathrm{c}, \hat{Q})$ with principal coefficients for the initial seed $(c, \hat{Q})$ is a $\mathbb{Z}$-subalgebra of $\mathcal{F}$ generated by all cluster variables and coefficients obtained from (c, $\hat{Q}$ ) by sequences of mutations.

We denote by cl-var $Q$ (resp., cluster $Q$ ) the set of cluster variables (resp., clusters) of $\mathcal{A}(Q)$. One of the remarkable properties of cluster algebras with principal coefficients is the strongly Laurent phenomenon as follows.

Proposition 3.2 ([FZ07, Proposition 3.6]). Every $x \in \mathrm{cl}-\mathrm{var} Q$ is expressed by a Laurent polynomial of $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$

$$
x=\frac{F\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)}{x_{1}^{d_{1}(x)} \cdots x_{n}^{d_{n}(x)}}
$$

where $d_{i}(x) \in \mathbb{Z}$ and $F\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \in \mathbb{Z}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]$ is not divisible by any $x_{i}$.
Definition 3.3. Using the notations in Proposition 3.2, we call $d(x):=\left(d_{i}(x)\right)_{1 \leq i \leq n}$ the denominator vector of $x$, and $f(x):=\left(f_{i}(x)\right)_{1 \leq i \leq n}$ the $f$-vector of $x$, where $f_{i}(x)$ is the maximal degree of $y_{i}$ in the $F$-polynomial $F\left(1, \ldots, 1, y_{1}, \ldots, y_{n}\right) \in \mathbb{Z}\left[y_{1}, \ldots, y_{n}\right]$ of $x$.

We consider the following property of $\mathcal{A}(Q)$ or $Q$ :

$$
\begin{equation*}
d(x)=f(x) \text { for any } x \in \mathrm{cl}-\operatorname{var} Q \backslash\{\text { initial cluster variables }\} . \tag{d=f}
\end{equation*}
$$

In [FZ07, Conjecture 7.17], it was conjectured that any cluster algebra satisfies ( $\mathrm{d}=\mathrm{f})$, but it does not hold in general. In fact, the following counterexample was given in [FK10, Subsection 6.4].

Example 3.4. Let $Q$ be a quiver

and we compute the following sequence of mutations:

where we put each cluster variable or coefficient on the corresponding vertex and the non-initial cluster variables are expressed by Laurent polynomials

$$
x_{3}^{\prime}=\frac{y_{3} x_{1}+x_{2}}{x_{3}}, x_{2}^{\prime}=\frac{y_{3} x_{1}^{2}+x_{1} x_{2}+y_{2} y_{3} x_{3}}{x_{2} x_{3}}, x_{1}^{\prime}=\frac{y_{3} x_{1}^{2}+\left(y_{1} y_{2} y_{3}^{2}+1\right) x_{1} x_{2}+y_{1} y_{2} y_{3} x_{2}^{2}+y_{2} y_{3} x_{3}}{x_{1} x_{2} x_{3}}
$$

Then we have that $d\left(x_{1}^{\prime}\right)=(1,1,1) \neq(1,1,2)=f\left(x_{1}^{\prime}\right)$.
Remark 3.5. In this paper, we only consider skew-symmetric cluster algebras. However, we can also consider the property ( $\mathrm{d}=\mathrm{f})$ for skew-symmetrizable cluster algebras. In fact, it is known that (d=f) holds for skew-symmetrizable cluster algebras of rank 2 [FZ07, Corollary 10.10] or finite type Gyo21, Theorem 1.8].

Finally, we prepare the following notation.
Definition 3.6 (Kel17). A reddening sequence of $Q$ is a sequence $\mu$ of mutations such that $\mu(\hat{Q})=\check{Q}$.
Note that a reddening sequence is also called a green-to-red sequence Mul16, and $Q$ admits a reddening sequence if and only if a seed $(\mathrm{c}, Q)$ is injective-reachable Qin17.
3.2. Categorification of cluster algebras. We briefly recall a categorification of cluster algebras. Let $Q$ be a quiver without loops nor 2-cycles and $W$ a non-degenerate potential of $Q$ (see [DWZ08). In particular, such $W$ exists if $K$ is uncountable [DWZ08, Corollary 7.4]. The mutation of quivers with potentials is defined to be compatible with mutations of quivers, that is, $\mu_{k}(Q, W)=\left(\mu_{k} Q, W^{\prime}\right)$ for $k \in Q_{0}$ and some non-degenerate potential $W^{\prime}$ of $\mu_{k} Q$. Moreover, $(Q, W)$ defines the Jacobian algebra $J=J(Q, W)$, the Ginzburg differential graded algebra $\Gamma=\Gamma_{Q, W}$, and the generalized cluster category
$\mathcal{C}=\mathcal{C}_{Q, W}$ (see Ami09, DWZ08, Gin06, Kel08, Kel11). The category $\mathcal{C}$ is a triangulated category with a rigid object $\Gamma$, that is $\operatorname{Hom}_{\mathcal{C}}(\Gamma, \Sigma \Gamma)=0$, and $\operatorname{End}_{\mathcal{C}}(\Gamma)^{\text {op }} \simeq J$, where $\Sigma$ is the suspension functor.

For the idempotent $e_{i}$ associated with $i \in Q_{0}$, let $\Gamma_{i}=\Gamma e_{i}$ and $\Gamma_{i}^{\prime}=\Gamma_{\mu_{k}(Q, W)} e_{i}$. We take the cone $\Gamma_{k}^{*}$ of the morphism in $\mathcal{C}$

$$
\Gamma_{k} \rightarrow \bigoplus_{(k \leftarrow i) \in Q_{1}} \Gamma_{i}
$$

whose components are given by the right multiplications of arrows. We say that $\mu_{k} \Gamma:=\left(\Gamma / \Gamma_{k}\right) \oplus \Gamma_{k}^{*}$ is the mutation of $\Gamma$ at $k \in Q_{0}$. Moreover, there is a triangle equivalence

$$
\mathcal{C}_{\mu_{k}(Q, W)} \rightarrow \mathcal{C}
$$

which sends $\Gamma_{i}^{\prime}$ to $\Gamma_{i}$ for $i \neq k$ and $\Gamma_{k}^{\prime}$ to $\Gamma_{k}^{*}$ KY11, Theorem 3.2] (see also [Pla11b, Subsection 2.6]). Then we consider sequences of mutations from $\Gamma$ as follows: For $k_{1}, \ldots, k_{j} \in Q_{0}$, there is a triangle equivalence from $\mathcal{C}_{\mu_{k_{j}} \cdots \mu_{k_{1}}(Q, W)}$ to $\mathcal{C}$ given by the sequence of the above triangle equivalences

$$
\mathcal{C}_{\mu_{k_{j}} \cdots \mu_{k_{1}}(Q, W)} \rightarrow \cdots \rightarrow \mathcal{C}_{\mu_{k_{1}}(Q, W)} \rightarrow \mathcal{C}
$$

and $\mu_{k_{j}} \cdots \mu_{k_{1}} \Gamma$ is defined by the image of $\Gamma_{\mu_{k_{j}} \cdots \mu_{k_{1}}(Q, W)}$. Note that $\mu_{k_{j}} \cdots \mu_{k_{1}} \Gamma$ is also rigid. We denote by rigid ${ }^{\Gamma} \mathcal{C}$ the set of isomorphism classes of rigid objects in $\mathcal{C}$ obtained from $\Gamma$ by sequences of mutations, and by irigid ${ }^{\Gamma} \mathcal{C}$ the set of isomorphism classes of indecomposable direct summands of $\Gamma^{\prime} \in \operatorname{rigid}^{\Gamma} \mathcal{C}$. Let $\bmod J$ be the category of finite dimensional left $J$-modules.

Proposition 3.7 ( Pla11b, Lemma 3.2 and Subsection 3.3]). There is a full subcategory $\mathcal{D}$ of $\mathcal{C}$ including all objects in $\operatorname{irigid}^{\Gamma} \mathcal{C}$ with an equivalence of categories

$$
\operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma,-\right): \mathcal{D} /(\Gamma) \xrightarrow{\sim} \bmod \operatorname{End}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma\right)^{\mathrm{op}} \simeq \bmod J
$$

where $(\Gamma)$ is the ideal of morphisms of $\mathcal{C}$ which factor through $\Gamma$.
Let $P_{i}=J e_{i}$ for $i \in Q_{0}$. By $\operatorname{Hom}_{\mathcal{C}}\left(\Gamma_{i}, \Sigma \Gamma\right)=0$ and Proposition 3.7, we have

$$
\begin{aligned}
\operatorname{Hom}_{J}\left(P_{i}, \operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma, X\right)\right) & \simeq \operatorname{Hom}_{J}\left(\operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma, \Sigma^{-1} \Gamma_{i}\right), \operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma, X\right)\right) \\
& \simeq \operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma_{i}, X\right)
\end{aligned}
$$

In particular, taking $X=\Sigma^{-1} \Gamma_{i}$, we have

$$
\begin{equation*}
\operatorname{End}_{J}\left(P_{i}\right) \simeq \operatorname{End}_{\mathcal{C}}\left(\Gamma_{i}\right) \tag{3.1}
\end{equation*}
$$

The following is a main result of the categorification of cluster algebras.
Theorem 3.8. (1) [Pla11b, Theorem 4.1][IKLFP13, Corollary 3.5] There is a bijection

$$
\mathrm{C}_{\Gamma}: \operatorname{irigid}^{\Gamma} \mathcal{C} \leftrightarrow \operatorname{cl}-\operatorname{var} Q
$$

which sends $\Gamma_{i}$ to the initial cluster variable $x_{i}$ for $i \in Q_{0}$ and induces a bijection

$$
\mathrm{C}_{\Gamma}: \operatorname{rigid}^{\Gamma} \mathcal{C} \leftrightarrow \text { cluster } Q
$$

which sends $\Gamma$ to the initial cluster and commutes with mutations.
(2) [DWZ10, Proposition 3.1] Pla11a, Subsection 3.3] For $X \in \operatorname{irigid}^{\Gamma}$, we have

$$
f\left(\mathrm{C}_{\Gamma}(X)\right)=\underline{\operatorname{dim}} \operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma, X\right),
$$

where the right side is the dimension vector of the $J$-module $\operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma, X\right)$.
Proposition 3.7 and Theorem 3.8 give the map in the introduction

$$
\mathrm{M}=\mathrm{M}_{Q, W}:=\operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma, \mathrm{C}_{\Gamma}^{-1}(-)\right): \text { cl-var } Q \backslash\{\text { initial cluster variables }\} \rightarrow \bmod J
$$

and $f(x)=\underline{\operatorname{dim}} \mathrm{M}(x)$ for $x \in \operatorname{cl}-\operatorname{var} Q \backslash\{$ initial cluster variables $\}$. This implies the following.
Corollary 3.9. The quiver $Q$ satisfies $(\mathrm{d}=\mathrm{dim})$ if and only if it satisfies $(\mathrm{d}=\mathrm{f})$.

On the other hand, if $J$ is finite dimensional, then $\mathcal{C}$ is a Hom-finite Krull-Schmidt 2-Calabi-Yau triangulated category and $\Gamma$ is a cluster tilting object [Ami09, Theorem 2.1]. From this viewpoint, it is important to check the finite dimensionality of $J$ and one way to do it is given as a consequence of Pla11b, Lemma 2.17].
Proposition 3.10 ( $\overline{B D P 14}$, Proposition 8.1]). If $Q$ admits a reddening sequence, then $J\left(Q, W^{\prime}\right)$ is finite dimensional for any non-degenerate potential $W^{\prime}$ of $Q$.

## 4. Cluster algebras from triangulated surfaces

4.1. Cluster algebras from triangulated surfaces. Let $\mathcal{S}$ be a marked surface. To $T \in \mathbb{T}_{\mathcal{S}}$, we associate a quiver $\bar{Q}_{T}$ with $\left(\bar{Q}_{T}\right)_{0}=T$ and whose arrows correspond with angles between tagged arcs of $T$ as in Table 3. We obtain a quiver $Q_{T}$ without loops nor 2-cycles from $\bar{Q}_{T}$ by removing 2 -cycles. This construction commutes with flips and mutations, that is, $\mu_{\gamma} Q_{T}=Q_{\mu_{\gamma} T}$ for $\gamma \in T$ [FST08, Proposition 4.8 and Lemma 9.7]. This implies that a quiver $Q$ is obtained from $Q_{T}$ by a sequence of mutations if and only if $Q=Q_{T^{\prime}}$ for some $T^{\prime} \in \mathbb{T}_{\mathcal{S}}^{T}$.


Table 3. The quiver $Q_{\triangle}$ associated with each puzzle piece $\triangle$

Example 4.1. For marked surfaces in Theorem 1.4 (2) (or Theorem [2.12(2)), it is easy to see the associated quivers as in Table 4. In particular, $\mathcal{S}$ is a polygon without puncture (resp., with exactly one puncture) if and only if there is a $T \in \mathbb{T}_{\mathcal{S}}$ such that $Q_{T}$ is a Dynkin quiver of type $A$ (resp., $D$ ). Moreover, $\mathcal{S}$ is an annulus with exactly two marked points (resp., a torus with exactly one puncture) if and only if all associated quivers are Kronecker (resp., Markov) quivers. These immediately give Corollary 1.5 from Theorem 1.4(2).

The associated cluster algebra $\mathcal{A}\left(Q_{T}\right)$ has the following properties.
Theorem 4.2. Let $T \in \mathbb{T}_{\mathcal{S}}$.
(1) [FST08, Theorem 7.11][FT18, Theorem 6.1] There is a bijection

$$
x_{T}: \mathbb{A}_{\mathcal{S}}^{T} \leftrightarrow \mathrm{cl}-\operatorname{var} Q_{T}
$$

Moreover, it induces a bijection

$$
x_{T}: \mathbb{T}_{\mathcal{S}}^{T} \leftrightarrow \text { cluster } Q_{T}
$$

which sends $T$ to the initial cluster of $\mathcal{A}\left(Q_{T}\right)$ and commutes with fips and mutations.
(2) [FZ07, (7.7)][FST08, Lemma 9.20] For $\gamma \in \mathbb{A}_{\mathcal{S}}^{T}$, we have

$$
d\left(x_{T}(\gamma)\right)=(T \mid \gamma)
$$

(3) Yur19, Theorem 7] For $\gamma \in \mathbb{A}_{\mathcal{S}}^{T}$, we have

$$
f\left(x_{T}(\gamma)\right)=\operatorname{Int}(T, \gamma)
$$



Table 4. The quiver $Q_{T}$ associated with a tagged triangulation $T$ of each marked surface in Theorem 1.4(2)
(4) Mil17, Theorem 1.1] If $\mathcal{S}$ is not a closed surface with exactly one puncture, then $Q_{T}$ admits a reddening sequence.

By Theorem 4.2, we can apply the results in Section 2 to cluster algebras. In particular, we get Theorems 1.3 and 1.4 from the following corollary.
Corollary 4.3. For $T \in \mathbb{T}_{\mathcal{S}}$, it has $w C I V$ if and only if $Q_{T}$ satisfies $(\mathrm{d}=\mathrm{dim}$ ).
Proof. The assertion follows from Corollary 3.9 and Theorem4.2.
Proof of Theorem 1.3. The assertion follows from Theorems 2.10, 2.11, and Corollary 4.3,
Proof of Theorem 1.4. The assertions follows from Theorem 2.12 and Corollary 4.3 ,
Example 4.4. For the tagged triangulation $T$ in Example 2.14, $Q_{T}$ is the quiver in Example 3.4, Moreover, the sequence of mutations in Example 3.4 corresponds with the sequence of flips


In particular, we have $\rho(3)=1^{\prime}$ and $x_{T}\left(i^{\prime}\right)=x_{i}^{\prime}$ for $i \in\{1,2,3\}$, where $x_{i}^{\prime}$ is the non-initial cluster variable of $\mathcal{A}\left(Q_{T}\right)$ appearing in Example 3.4. Then we can see $d\left(x_{T}\left(1^{\prime}\right)\right)=\left(T \mid 1^{\prime}\right)=(1,1,1) \neq$ $(1,1,2)=f\left(x_{T}\left(1^{\prime}\right)\right)=\operatorname{Int}\left(T, 1^{\prime}\right)$.
4.2. Categorification on triangulated surfaces. Let $\mathcal{S}$ be a marked surface and $T \in \mathbb{T}_{\mathcal{S}}$. The following property is given as a consequence of the classification of non-degenerate potentials of $Q_{T}$ studied in GGS15, GLFS16, GLFMO22, LF09, LF16b, Lad12 (see also LF16a). It also follows from Proposition 3.10 and Theorem 4.2(4).

Theorem 4.5 (Finite dimensionality). If $\mathcal{S}$ is not a closed surface with exactly one puncture, then $J\left(Q_{T}, W\right)$ is finite dimensional for any non-degenerate potential $W$ of $Q_{T}$.

We remark that if $\mathcal{S}$ is a closed surface with exactly one puncture, then there is a non-degenerate potential $W$ such that $J(Q, W)$ is infinite dimensional GLFS16, Proof of Proposition 9.13].

Let $W$ be a non-degenerate potential of $Q_{T}$. In the rest of this paper, we denote $J=J\left(Q_{T}, W\right)$, $\Gamma=\Gamma_{Q_{T}, W}, \mathcal{C}=\mathcal{C}_{Q_{T}, W}, P_{\gamma}=J e_{\gamma}$, and $\Gamma_{\gamma}=\Gamma e_{\gamma}$ for $\gamma \in T=\left(Q_{T}\right)_{0}$. By Theorems 3.8 and 4.2 we have the bijection

$$
\begin{equation*}
\mathrm{X}_{T}:=\mathrm{C}_{\Gamma}^{-1} x_{T}: \mathbb{A}_{\mathcal{S}} \leftrightarrow \operatorname{irigid}^{\Gamma} \mathcal{C} \tag{4.1}
\end{equation*}
$$

which sends $\gamma \in T$ to $\Gamma_{\gamma}$ and $\operatorname{Int}(T, \delta)=\underline{\operatorname{dim}} \operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma, \mathrm{X}_{T}(\delta)\right)$. The following theorem was given in BQ15 under the assumption that $J$ is finite dimensional, but the assumption automatically holds by Theorem 4.5.

Theorem 4.6 (BQ15, Theorem 3.8]). If $\mathcal{S}$ is not a closed surface with exactly one puncture, then we have $\mathbf{X}_{T}(\rho(\gamma))=\Sigma \mathbf{X}_{T}(\gamma)$ for $\gamma \in \mathbb{A}_{\mathcal{S}}$.

We are ready to give equivalences including Theorem 1.6.
Theorem 4.7. If $\mathcal{S}$ is not a closed surface with exactly one puncture, then the following are equivalent:
(1) $Q_{T}$ satisfies $(\mathrm{d}=\operatorname{dim}$;
(2) $\operatorname{End}_{\mathcal{C}}\left(\Gamma_{\gamma}\right) \simeq K$ for any $\gamma \in T$;
(3) $\operatorname{End}_{J}\left(P_{\gamma}\right) \simeq K$ for any $\gamma \in T$.

Proof. Under the assumption, CIV and wCIV are equivalent. Then (1) is equivalent to $\operatorname{Int}\left(\gamma, \rho^{-1}(\gamma)\right)=$ 1 for any $\gamma \in T$ by Theorem 2.10 and Corollary 4.3, By (4.1) and Theorem 4.6, we have

$$
\begin{aligned}
\operatorname{Int}\left(\gamma, \rho^{-1}(\gamma)\right) & =\operatorname{dim} \operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma_{\gamma}, \mathbf{X}_{T}\left(\rho^{-1}(\gamma)\right)\right) \\
& =\operatorname{dim} \operatorname{Hom}_{\mathcal{C}}\left(\Sigma^{-1} \Gamma_{\gamma}, \Sigma^{-1} \mathbf{X}_{T}(\gamma)\right) \\
& =\operatorname{dim} \operatorname{End}_{\mathcal{C}}\left(\Gamma_{\gamma}\right)
\end{aligned}
$$

Therefore, (1) and (2) are equivalent. The equivalence between (2) and (3) follows from (3.1).
We also consider Corollary 1.5 from the viewpoint of cluster categories. The following theorem was also given in Yur20 under the assumption that $J$ is finite dimensional, but the assumption automatically holds by Theorem 4.5

Theorem 4.8 ([Yur20, Theorem 1.4]). If $\mathcal{S}$ is not a closed surface with exactly one puncture, then all indecomposable rigid objects in $\mathcal{C}$ are contained in irigid ${ }^{\Gamma} \mathcal{C}$.

We add one condition to Corollary 1.5 under the assumption that $\mathcal{S}$ is not closed surface with exactly one puncture.

Proposition 4.9. If $\mathcal{S}$ is not closed surface with exactly one puncture, then the following are equivalent:
(1) $Q_{T}$ satisfies $(\mathrm{d}=\operatorname{dim})$ for any $T \in \mathbb{T}_{\mathcal{S}}$;
(2) $Q_{T}$ is either Dynkin type or a Kronecker quiver for any $T \in \mathbb{T}_{\mathcal{S}}$;
(3) $\operatorname{End}_{\mathcal{C}}(X) \simeq K$ for any indecomposable rigid object $X \in \mathcal{C}$.

Proof. By the assumption and Theorem 2.7, we have $\mathbb{T}_{\mathcal{S}}=\mathbb{T}_{\mathcal{S}}^{T}$. Then the equivalence between (1) and (2) is just Corollary 1.5.

For a sequence $\mu$ of mutations, the definition of mutations of $\Gamma$ gives that

$$
\operatorname{End}_{\mathcal{C}}(\mu \Gamma) \simeq \operatorname{End}_{\mathcal{C}_{\mu\left(Q_{T}, W\right)}}\left(\Gamma_{\mu\left(Q_{T}, W\right)}\right)
$$

Therefore, by Theorem 4.7, $\mu\left(Q_{T}\right)=Q_{\mu T}$ satisfies ( $\mathrm{d=dim}$ ) if and only if $\operatorname{End}_{\mathcal{C}_{\mu\left(Q_{T}, W\right)}}(X) \simeq K$ for any indecomposable direct summand $X$ of $\Gamma_{\mu\left(Q_{T}, W\right)}$, which is also equivalent to $\operatorname{End}_{\mathcal{C}}(Y) \simeq K$ for any indecomposable direct summand $Y$ of $\mu \Gamma$. Thus the equivalence between (1) and (3) follows from Theorem 4.8.

## 5. Example

We consider an example which is not covered by BMR09. For an annulus with three marked points on the boundary and one puncture, we consider the following tagged triangulation and the associated
quiver:


We take a non-degenerate potential $W_{T}$ of $Q_{T}$ given in LF09 (for a puncture $p$, we take the parameter $x_{p}=-1$ ) as follows:

$$
W_{T}=b a_{6} a_{2}+c a_{3} a_{5}-a_{6} a_{5} a_{4} a_{3} a_{2} a_{1} .
$$

Then the associated Jacobian algebra $J(T):=J\left(Q_{T}, W_{T}\right)$ is the quotient of the path algebra $K Q_{T}$ by the ideal generated by

$$
\begin{gathered}
a_{6} a_{2}, a_{3} a_{5}, a_{6} a_{5} a_{4} a_{3} a_{2}, a_{3} a_{2} a_{1} a_{6} a_{5}, \\
b a_{6}-a_{1} a_{6} a_{5} a_{4} a_{3}, a_{2} b-a_{5} a_{4} a_{3} a_{2} a_{1}, c a_{3}-a_{4} a_{3} a_{2} a_{1} a_{6}, a_{5} c-a_{2} a_{1} a_{6} a_{5} a_{4} .
\end{gathered}
$$

The indecomposable projectibe module $J(T) e_{3}$ is described by

where all paths from the top vertex to each vertex coincide in $J(T)$ and the paths for all vertices form a basis of $J(T) e_{3}$. In particular, the dimension vector is given by the numbers of tagged arcs appearing in the diagram, that is,

$$
\underline{\operatorname{dim}} J(T) e_{3}=(2,2,4,2,2)
$$

Therefore, since $\operatorname{dim} \operatorname{End}_{J(T)}\left(J(T) e_{3}\right)=4 \neq 1, Q_{T}$ does not satisfy $\quad \mathrm{d}=\operatorname{dim}$ by Theorem 4.7 Note that the dimension vector is also given by $\operatorname{Int}\left(T, \rho^{-1}(3)\right)$ in the same way as the proof of Theorem 4.7.

Next, we consider the tagged triangulation $\mu_{3} T$ and the associated quiver:


We take a non-degenerate potential $W_{\mu_{3} T}$ of $Q_{\mu_{3} T}$ as follows:

$$
W_{\mu_{3} T}=\gamma_{2} \beta_{1} \alpha_{4}+\beta_{2} \gamma_{1} \alpha_{2}+\alpha_{4} \alpha_{3} \alpha_{2} \alpha_{1}
$$

Note that the quivers with potential $\left(Q_{\mu_{3} T}, W_{\mu_{3} T}\right)$ and $\mu_{3}\left(Q_{T}, W_{T}\right)$ are right-equivalent [LF09, Theorem 30]. Then the associated Jacobian algebra $J\left(\mu_{3} T\right):=J\left(Q_{\mu_{3} T}, W_{\mu_{3} T}\right)$ is the quotient of the path algebra $K Q_{\mu_{3} T}$ by the ideal generated by

$$
\begin{gathered}
\alpha_{4} \gamma_{2}, \beta_{1} \alpha_{4}, \alpha_{2} \beta_{2}, \gamma_{1} \alpha_{2}, \alpha_{4} \alpha_{3} \alpha_{2}, \alpha_{2} \alpha_{1} \alpha_{4} \\
\gamma_{2} \beta_{1}-\alpha_{3} \alpha_{2} \alpha_{1}, \beta_{2} \gamma_{1}-\alpha_{1} \alpha_{4} \alpha_{3} .
\end{gathered}
$$

All indecomposable projectibe $J\left(\mu_{3} T\right)$-modules are described as follows:

| 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha_{1} \downarrow \beta_{1}$ | $\downarrow \alpha_{2}$ | $\beta_{2} / \downarrow \gamma_{2}$ | $\alpha_{3} / \gamma_{1}$ | $\alpha_{4}$ |
| 23 | 4 | 25 | 53 | 1 |
| $\alpha_{2} \downarrow \quad / \downarrow \beta_{2}$ | $\downarrow \alpha_{3}$ |  | $\alpha_{4} \downarrow \quad / \downarrow \gamma_{2}$ | $\alpha_{1}$ |
| $4 \gamma_{2} 2$ | 5 |  | $1 \beta_{2} 5$ | 2 |
| $\alpha_{3} \downarrow \downarrow$ |  |  | $\alpha_{1} \downarrow \downarrow$ |  |
| 5 |  |  | 2 |  |

We can see that $\operatorname{dim} \operatorname{End}\left(J\left(\mu_{3} T\right) e_{i}\right)=1$ for any $1 \leq i \leq 5$ and $Q_{\mu_{3} T}$ satisfies (d=dim) by Theorem 4.7
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